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In this article a new combined method from genetic and fuzzy c-means algorithm (FCM) for 
discovering the correct number of segments and automatic segmentation of human normal and 
abnormal brain MR images is proposed. 

For reducing the effect of the noise in segmentation process, we use the local and non-local 
neighbors, and also a new method for finding the appropriate neighbors of the voxels and 
adjusting their weights. In addition, by decreasing the distance between the data and data 
cluster centers, the distances between the data from other cluster centers are increased and 
caused a better and more precise detection of segments boundaries. 

The proposed method was applied to 10 clinical MRI data set images. Our experimental results 
shows that the presented method has a significant improvement compare to other similar 
methods.
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1. Introduction

mage segmentation is a complicated issue 
in image processing for accurate diagnosis 
of border between segments. In 3D image 
segmentation, the same label is assigned to 
the voxels of an image with the same visual 

characteristics. Some tasks such as identifying objects, 
feature extraction, identifying the position of objects 
and classification are based on their quality of image 
segmentation. The medical image segmentation meth-
ods can be classified into region-based [1], edge-based 
[2] and a combination of region and edge-based meth-
ods [3]. The purpose of medical image segmentation is 
to provide more meaningful images that are easier to 
understand and analyze. In [4], Image segmentation is 
carried out according to the information of edges. Some 
methods are using Atlas for segmentation [5, 6]. K-

I
means and FCM can be mentioned as two region-based 
methods [7]. Complexity and time-consuming process 
of manual image segmentation for many experts ne-
cessitates the use of an automatic method. Among the 
methods of segmentation, FCM is more popular. The 
widespread use of this method is due to its simplicity 
and high accuracy. Due to the weaknesses of FCM in 
noisy image method, a few parameters have been added 
to it and improvement is made in it. In [8] the divisions 
have been carried out by the FCM objective function 
and the use of voxels and the neighboring voxels of 
any of them. In [9-11] FCM Method for changing the 
membership function and improving the accuracy of the 
segmentation is used. In [12, 13], the segmentation is 
done by using the objective function which is defined 
in FCM, non-local and local data. In [14-16], some new 
classification methods for calculating the weights of lo-
cal points are introduced. An alternate of the FCM meth-
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od is used to improve the segmentation [17]. In [18], the 
class centers are guessed by utilizing a new algorithm 
based on histogram and pre-defined windows. In anoth-
er study done by Lai et al. [19], a hierarchical genetic 
method is used. The genetic method and learning-vector 
quantization (LVQ) network hierarchically method for 
the classification of MR images is used in article [20]. 
In [21], a combination of pulse coupled neural network 
(PCNN) and statistical expectation maximization (EM)  
for segmentation of MR images is used. A genetic algo-
rithm and objective function for the calculating the dis-
tance of each point from the cluster centers is used [22].  
An automatic method for segmenting the cerebrospinal 
fluid and spinal cord from magnetic resonance images is 
implemented in [23]. 

This article proposes a new method for finding appro-
priate neighbors of each voxels and adjusting weights 
of the voxels. In each step of the algorithm we discover 
some more proper global neighbors for the voxels and 
also their related weights are calculated by using the 
local neighbors. The global neighbors are found and 
the weights of the global neighbors are adjusted simul-
taneously, based on FCM method. We use the genetic 
algorithm for classifying and segmenting the images, 
without having any problems such as searching for the 
number of segments.

2. Methods

To minimize the effect of noise on the segmentation 
process of the medical images, different methods based 
on the neighbors have been implemented. Several meth-
ods based on local neighbors and highest similarity of a 
voxel to its adjacent neighbors has been presented. Due 
to the nature of the images in medical imaging, it may 
happen that some voxels with more similarity are found 
in the areas other than adjacent voxels.

The brain image can be split into two left and right 
mirror section, in this two symmetric  sections,  the vox-
els of  a section has a mirror  voxels in the other section 
such that, they are similar to each other one by one, we 
consider these mirror voxels as good neighboring candi-
dates for reducing the effects of the noise. 

This means that, by using the local and non-local 
neighbors, we can achieve to better results. In this ar-
ticle, for an accurate segmentation, the non-local neigh-
bors have also been used to improve the image segmen-

tation, but it has been attempted to select the voxels 
from those parts of the image which by nature seems to 
be more similar to that voxel. Therefore, for each voxel 
of gray matter area of the brain, the neighbor is selected 
from the gray matter area. For this reason, we use matrix 
U generated by the FCM method.

Matrix U is a two dimensional matrix that U_ij is the 
degree of membership of voxel i in the data cluster j. An 
example of matrix U has been shown as follows:

In this matrix, number of columns must be as the num-
ber of image voxels, where for example: U32 show that 
the degree of membership of the voxel 2 in data cluster 
3 is 0.1.

The number of neighbors with the same class is con-
stant. The weights of the voxel neighbors indicate the 
amount of their similarities to the voxel and calculated 
as follows.

In the first step, for each voxel, we determined the 
class of the 26 adjacent neighbors, by looking at matrix 
U. For example: in the following matrix U, there are 7 
rows which mean that the number of classes is 7, and 
they are classified based on the highest value in each 
row (depicted in bold color). An illustration for a 2-D 
matrix is shown in Fig. 1. 
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We compare each of the 26 neighbors of a voxel with 
26 neighbors of other voxels, the neighbors are selected, 
according to the class that has been classified. If two vox-
els are classified in the same class, it means that they are 
considered as equal voxels. In other words, all of the 26 
adjacent neighbors of each voxel are compared with all 
of the 26 adjacent neighbors of the other voxels that are 
selected as neighbors. The adjacent voxels are classified 
in the same class, and known as similar voxels. The num-
ber of neighbors that are classified in the same class is 
divided by 26 that show the effect of the selected voxel. 

By using the genetic algorithm and variable number 
of centers in each chromosome, and with respect  to the 
matrix U by which these centers are created, we can 
conclude that the number of rows of matrix U can be 
differ and accordingly in each step the neighbors of each 

voxel can be classified into different number of classes. 
Therefore, when matrix U has 8 rows, neighbors of each 
voxel can be classified between 1 and 8. We have imple-
mented the algorithm for several times and in each run 
we have achieved to a better answers as discussed below. 

The genetic algorithm is used and in each state more ap-
propriate centers are identified. This means that the seg-
ments at each stage are estimated more accurately than 
the previous stage. Considering the fact that the neighbors 
for each voxels are selected from the segment in which 
the voxel is located. The classification of the 26 adjacent 
neighbors of a voxel is used to determine the weight of 
each voxel. In each step, with respect to the fact that the 
centers are estimated more accurately, the classification 
of the 26 neighbors of each voxel will be more correctly 
specified (see Fig. 2 for a 2-D illustration). 

Figure 1. (a) is an unlabeled figure. (b) If matrix U has seven rows, voxels can be classified according to this ma-
trix as shown in figure. (c) According to the area around each neighbor, we define w1 and w2. (d) If in the next 
step of program the chromosomes have five valid data as centers, the matrix of grey levels data can be classified 
as shown in figure. (e) According to the area around each neighbor, we define w1 and w2.

Figure 2. The schematic view.
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2.1. Chromosome Representation

The centers of data are represented by chromosome 
values. Therefore the length of chromosome determines 
the number of segments in an image. The number of the 
data sets is controlled by the length of chromosomes, 
where the ranges of chromosomes are limited between 
0 and 255, and the numbers are generated randomly. An 
example of a randomly generated chromosome has been 
illustrated as follows:

 

If the range of the chromosome is set to a value be-
tween 0 and 255, then it means that the length of the 
chromosome is the same as the number of segments. In 
this article we attempt to assign the number of segments 
automatically. Some genes of chromosome should have 
negative values to show that the genes are not valid as 
centers. The genes with negative values cannot be se-
lected as data centers. Accordingly, the number of non-
negative data in a chromosome are determined the num-
ber of data centers. Some examples of chromosomes 
with length of 6 are depicted in Fig. 3.

Figure 3. a1 and b1 are two chromosomes of the initial pop-
ulation that generated randomly and a2 and b2 are function 
members of a1 and b1 on random numbers.

The first chromosome shows three valid centers with 
the values of 40, 100 and 150. The second chromosome 
shows four valid centers.

2. 2. Initial Population

The initial population is constructed as follows. The 
number of chromosomes is initialized randomly. For 

some allele of the chromosomes, the negative values 
are assigned. The number of valid data in each chromo-
some can be differed. The value of chromosome alleles 
is changed to negative values. The minimum number 
of valid data on a chromosome is 2. A maximum allele 
can be equal to the total length of the chromosome. It 
should be observed that the allele may not be less than 
2 valid data.

2. 3. Fitness Computation

For calculating the fitness, the FCM method is used. 
After data center prediction, for each chromosome, and 
the voxel values of the image, we complete matrix u to 
save membership value for each voxel. The U matrix 
elements will be completed according to the Formula1.

                                             
 (1)                                                                                                     

This matrix is constructed based on the inner class 
distances. This means that, in this process each voxel 
belongs to one center, in order to have the shortest dis-
tance between the data and that center. The second pa-
rameter that we want to add to FCM method is outer 
class consideration. This means that voxels that belong 
to one center have the longest distance from other cen-
ters and shortest distance from that center. We are going 
to change the FCM method based on these two param-
eters. For editing the membership of each voxel, instead 
of the amount of the distance of that voxel from each 
center, we subtract the distance of the center from 255. 
So, another membership function is used for the outer 
class distance. The objective function of inner class for 
matrix U is defined as Formula 2.

                                                                                     (2)

Where the value of m is greater than 1, and uij is the 
membership degree of x_i in the cluster j, xi is the ith 
member of d-dimensional measured data, cj is the d-
dimension center of the cluster, ||*|| is the similarity be-
tween the measured data and the center,cj is the set of 
centers that are stored in chromosomes, and Ni is the 
neighbors around voxel i.

The distance of each voxel from the center of the class 
equals to= 255-(xi-ck)
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It is necessary to modify the Formula 1 to Formula 3 
in the case of using the outer class data, by replacing the 
distance of each voxel with the center of the class. 

                                                                                          (3)

The Jm  in Formula 2, refers to U matrix and related 
to the inner class data, we show it as f1, and another 
Jm  that refers to U matrix and related to inner class is 
shown as f2. By combining these two parameters the 
amount of fitness is determined by Formula 4.

                                   (4)

The parameter of α, determines the effect of f1 and f2 
in the Formula 4.

The amount of Jm  is considered as the best fitness 
value, where using inner class, and each center should 
be arranged at the center of the data. This result to a 
small value for Jm, therefore, by getting Jm smaller in the 
inner class, we can become nearer to the best possible 
state, but in the case of the outer class, for getting to the 
desirable state, we attempt to increase the amount of  Jm 
. In order to calculate the amount of fitness, we should 
edit the related Jm  to the situation of the outer class used 
for getting the fitness. We should decrease the Jm  in the 
outer class, by multiplying the amount of image pixels 
by the number 255. This is shown as ß. Therefore fitness 
formula should be changed as Formula 5.

                                                (5)

If all of the data in a chromosome are valid set of data 
centers, and if the number of data in a chromosome is 
equal to the number of valid data then  J_m is calculated 
based on aforementioned method, that is acceptable 
with respect to the fact that the number of valid data in 
each chromosome is different, as it is different for class 
centers, the value of J_m chromosomes fitness value is 
not suitable and proportional to the number of centers 
in each chromosome. Therefore, the formula should be 
corrected such that to be useful in comparison of the 
chromosomes.

By increasing the number of the centers, the distance 
between each xi and the nearest center are decreased 
and, Jm value is reduced. The number of valid chromo-
somes as centers are few therefore Jm is selected. The 
minimum value of the data centers according to the im-

age nature is determined automatically. We need add-
ing another parameter in addition to calculating  Jm to 
correct the fitness value according to the changes in the 
number of the centers. We have assigned a suitable pen-
alty factor to increase the number of the data centers. 
The y parameter is obtained from the total length of the 
valid data of the chromosome and added as the penalty 
factor according to the Formula 6. 

                                 (6)

Given the effect of Formula 6, fitness will be defined as 
Formula 7.

                    (7)

2.4. Selection

For producing the mating pool of Chromosomes, the 
roulette wheel technique is used. The main idea in rou-
lette wheel method is, to give more chance to better 
chromosomes.

2.5. Crossover

After selection of the parent chromosomes, the next 
step is crossover. In this step, a new offspring is gener-
ated by using the parents and the combination of them 
(Fig. 4).

  

Figure 4. One point crossover operation

2.6. Mutation

Each allele of the chromosomes changes with the value 
of  Pm , that is the probability which mutation will be 
used for searching in the entire answers interval. The 
overview of the segmentation process is shown in Fig. 5.
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3. Results

3.1. Experimental Results with Simulated MR Images

The MR simulated images are downloaded from Brain 
Web Simulated Brain Database and the algorithms is 
tested with the Matlab software. The images with the 
size of 181×217×181 (X×Y×Z) are simulated T1 mo-
dality where, slice thickness is 1 mm and intensity is 
uniform. The initial population is 20 and the maximum 

number of generations is 25. From the total population, 
40 percent of them are selected in each generation. The 
selected images are good enough for determining the 
right number of segments and also the location of the 
center for each segment.

In Fig. 6 the results of the implementation of the pro-
posed automatic segmentation method on the original 
MR images is shown.

Figure 5. The schematic flow chart of segmentation

Figure 6. (a), (b), (c) and (d) are the original slices of brain. (e), (f), (g) and (h) are the manual segmenta-
tion. (i), (j), (k) and (l) are the segmented images by the proposed method.
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The Specificity, Sensitivity, Jaccard and k-index pa-
rameters were used to determine the validity of the 
method. If A and B indicate the results of automatic and 
manual image segmentation methods, then  Tp=B∩A , 
Fp=A-B , Fn=B-A respectively represent the true-posi-
tive, false-positive, and false-negative values .

According to Table 1, the sensitivity [24] is calculated 
by using Formula 8.

                                                                                             (8)

The specificity is calculated with Formula 9:

                                                                                        (9)
 

Similarity is equal to Formula (10) [25]:

                 
(10)

Jaccard index is equal to Formula (11):

                                                                                          

                                                                                    (11)

Table 1. Different modes of voxels

True class

Abnormal Normal

Detected class
Abnormal Ntp Nfp

Normal Nfn Ntn

The parameters set of the genetic operations are deter-
mined as shown in Table 2.

Table 2. Parameters for genetic operations

Representation Bit representation

Crossover type One point crossover

Crossover rate 0.4

Mutation type Bit mutation

Mutation rate 0.1

In Table 3, the performance of the proposed method 
is shown.

Table 3.  Results obtained from the proposed method

Initial number of 
chromosome length Specificity Sensitivity Number of 

final center k index Jaccard similarity

5 0.994 0.965 0.961 0.969 3

5 0.987 0.972 0.953 0.963 3

5 0.974 0.988 0.947 0.957 3

5 0.995 0.959 0.939 0.955 3

5 0.988 0.978 0.949 0.959 3

6 0.996 0.987 0.966 0.976 3

6 0.979 0.982 0.962 0.968 3

6 0.993 0.981 0.960 0.975 3

6 0.996 0.988 0.963 0.977 3

Table 4.  Results obtained from the proposed method

Initial number
of chromosome length Sensitivity Specificity Jaccard similarity k index Number of

 final center
5 0.989 0.972 0.959 0.960 3

5 0.981 0.973 0.952 0.957 3

5 0.971 0.983 0.943 0.956 3

5 0.984 0.967 0.933 0.950 3

5 0.979 0.971 0.942 0.952 3

6 0.987 0.977 0.961 0.948 3

6 0.981 0.983 0.953 0.957 3

6 0.982 0.980 0.955 0.963 3

6 0.989 0.984 0.959 0.971 3

Table 3 shows, when we increase the length of the 
chromosomes, more accurate answers are mostly ob-
tained.

The results of the presented method on the noisy im-
ages are given in Table 4.
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We review the performance of the proposed method in a 3D image with 3% added noise (Fig. 7).

We also review the performance of the proposed method in a 3D image with 9% of added noise (Fig. 8).
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Figure 7.  (a), (b), (c), and (d) are the original slices of the brain with 3% noise and 20% intensity of non uni-
formity. (e), (f), (g), and (h) are the manual segmentation. (i), (j), (k), and (l) are the segmented images by the 
proposed method with use of three neighbors for each voxels.

Figure 8. (a), (b), (c), and (d) are the original slices of brain with 9% noise and 20% intensity of non uniformity. 
(e), (f), (g), and (h) are the manual segmentation. (i), (j), (k), and (l) are the images that are segmented by the 
proposed method with use of five global neighbors for each voxels.
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The misclassification rate (MCR) for average of ten runs of proposed algorithm is listed in Table 5. 

Table 5.  The misclassification rate of the tissues in simulated MR images data set with different noise levels.

Noise
level

Tissue
type

MCR for different methods

K-means (%) FCM (%) EM (%) Our method (%)

1%

CSF 1.55 2.10 4.99 0.07

GM 3.25 3.05 0.12 0.11

WM 2.25 2.02 7.57 0.13

3%

CSF 2.20 2.87 5.53 0.11

GM 4.78 4.52 1.21 0.14

WM 2.96 2.71 8.53 0.17

5%

CSF 3.88 4.24 5.49 0.10

GM 7.07 7.09 4.30 022

WM 5.04 4.41 7.26 0.31

7%

CSF 7.06 7.00 6.76 0.11

GM 10.81 10.89 8.55 0.26

WM 8.42 7.90 8.93 0.37

9%

CSF 10.93 10.52 8.10 0.13

GM 16.22 16.20 11.17 0.31

WM 14.74 14.44 17.17 0.44

The genetic algorithm is applied for three chromo-
somes of length 5, 7, and 9 and the accuracy with differ-

ent noise levels are compared, the results after 25 itera-
tions are shown in Fig. 9.  

Figure 9. The comparison of noise levels and accuracy, after 25 iteration

3.2. Experimental Results with Real MR Images 

The presented algorithm is also implemented on real 
MR images.  Real MR images of 10 patient taken from 

Imam khomeini hospital (The volume dimension is 
256×256×25 and the voxel size is 0.97*0.97*4 mm3). 
Fig. 10 shows the results of the implementation of the 
proposed method on the real MR images. 
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As we can see, only with use of four neighbors for 
each voxels, the image segmentation is improved. 

The quantitative comparison of the accuracy of pro-
posed method with FCM_AWA, SHFCM, MFGFCM, 
segmentation results is listed in Table 6.

 Abdol Hamid Pilevar et al.  Automated Medical Images Segmentation 

Figure 10. (a) is T1-weighted real MRI image (z=2), b is the background of the image removed from the brain, 
c is the manual segmentation. (d), (e), and (f)  are the images that segmented by the proposed method with use 
of two, three and four global neighbors for each voxels.

4. Discussion

The quantitative results from simulated and real imag-
es with different levels of noise for different algorithms 
are provided in Tables 5 and Table6. With selecting 
some of the neighbors in the noisy images, the effect 
of noise is reduced and the accuracy of segmentation is 
increased. In Fig. 8, it has been shown that, by imple-
menting a good method we can find better neighbors, 
and also by using suitable method for adjustment of the 
voxel weight, we can achieve to an acceptable result 
only in 25 iterations. As shown in Table 3 and Table4, 
without interference of human the correct number of 
segments are automatically discovered.

5. Conclusion

The FCM method suffers from noise detection in the 
images, but it has been widely used in medical image 
segmentation. Many researches are done based on FCM 
algorithms, but none of them are flawless. In this article 
a new approach to genetic algorithm based on FCM 
method is presented, the local and non-local neighbors 
and also inner and outer class data distances are used. 
We have tested our algorithm with using simulated and 
real MR images. In the proposed method the effect of 
noise is decreased and the right numbers of segments 
are discovered automatically. In the proposed technique 
the number of genetic iterations is reduced and the con-
vergence speed is increased. Instead of checking all of 
the neighbors for each voxel, only part of the neighbors 
are selected which is resulted to a noticeable improve-
ment in the segmentation.

Table 6. Segmentation accuracy of the FCM_AWA, SHFCM, MFGFCM and proposed method in 
brain MR images.

Noise level
Segmentation accuracy for different methods (Jaccard similarity)

FCM_AWA (%) SHFCM (%) MFGFCM (%) Our method (%)

3% 88.29 83.91 88.81 93.13

5% 87.15 83.37 88.67 91.37

9% 81.12 83.11 86.62 89.18
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