Unsupervised neural network for evaluating the ability of the SF-36 instrument to differentiate individuals

Saeedeh Pourahmad,¹,² Peyman Jafari³ and Sara Ghodsi²

¹Bioinformatics and Computational Biology Research Center, Shiraz University of Medical Sciences, Shiraz, Islamic Republic of Iran. ²Biostatistics Department, Shiraz University of Medical Sciences, Shiraz, Islamic Republic of Iran. (Correspondence to: S. Pourahmad: pourahmad@sums.ac.ir).

Abstract

Background: Health-related quality of life (HRQoL) and well-being refer to the positive, subjective state that is contrary to illness. HRQoL instruments include some common questionnaires, which may often be understood differently depending on the level of individuals' knowledge.

Aims: To investigate the ability of 36 Short Form Health Survey (SF-36) as a well-known questionnaire in evaluating people's well-being.

Methods: We compared unsupervised artificial neural networks with a self-organized map learning algorithm and k-means clustering method. Understanding of the content of the questionnaire was also checked according to age group and sex. The study included 1087 people aged >18 years (640 healthy individuals and 447 patients with chronic diseases) in Shiraz, Islamic Republic of Iran between 2011 and 2013.

Results: The eight subscale scores of the SF-36 instrument were not able to evaluate the well-being of people. The ability of all 36 items in the questionnaire was >60% in both self-organized map and k-means methods. The self-organized map learning algorithm evaluated people better than the k-means clustering method, based on the accuracy rate in prediction. The SF-36 instrument was better understood by young people.

Conclusions: Differences in people’s health conditions may not appear on the SF-36 subscale scores; therefore, the findings from the subscale scores of SF-36 should be cautiously interpreted.
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Introduction

Health-related quality of life (HRQoL) and well-being refer to the positive, subjective state that is contrary to illness. These concepts are often described in terms of a multidimensional index including physical, social, emotional or psychological, intellectual, and spiritual components (1). Well-being is defined as the combination of positive–negative affect balance and satisfaction with life. Measures of HRQoL and well-being comprise measurement of overall functioning. The World Health Organization (WHO) has developed a number of questionnaires to measure these terms. These instruments have been translated into many languages (1).

An important question in this field includes whether these questionnaires are able to evaluate and distinguish individuals' well-being. HRQoL measure is an independent predictor of health conditions and it can be used as a screening tool in clinical practice (1). Hence, it would be valuable to assess the ability of these instruments to evaluate individuals' well-being. To investigate this ability, a wide range of statistical methods may be utilized, including clustering and classification approaches (2). Recently, soft computing techniques such as artificial neural networks have been applied to HRQoL research. artificial neural networks are used to solve uncertain or vague problems and are helpful for analysis of massive data. These methods and other similar data-mining techniques are widely used in different medical fields. Some recent works include disease diagnosis (3), imaging analysis (4,5), predicting disease status (6), identification of important risk factors for disease (7), and modelling survival of patients (8). A few studies with artificial neural networks have included finding cut-off scores for HRQoL of people with incontinence problems (9), identifying heart failure (10), HRQoL in diabetes (11), HRQoL after breast cancer surgery (12), HRQoL of Parkinson's disease (13), and predicting the response to a standard 4-week interdisciplinary pain programme (14).

Accordingly, the main objective of the present study was to investigate the ability of the 36 Short Form Health Survey (SF-36) to differentiate healthy and unhealthy individuals. Two different statistical methods were compared for this purpose: an unsupervised artificial neural networks with a self-organization map learning algorithm and the k-means clustering method. The accuracy rate and the area under the receiver operating characteristic (ROC) curve were used as the evaluation criteria. In addition, the present study investigated whether comprehension of the questions differed by age and sex.
Methods

Participants
The study included 1087 people (56.0% female) aged >18 years [mean age 49.3 (standard deviation 13.8) years]. There were 640 healthy individuals and 447 patients with chronic diseases. Participants were selected randomly from patients referred to clinics affiliated with Shiraz University of Medical Sciences, Islamic Republic of Iran, during 2011–2013. The validity and reliability of the translated Persian language version of the SF-36 questionnaire (Cronbach’s α 0.7–0.9 in diverse studies) have been demonstrated in previous research (15). In the current study, one of the authors (PJ) was responsible for clarifying the possible questions of participants about the instrument and purposes of the research. The participants all gave signed informed consent. In addition, the study was approved by the Ethics Committee of Shiraz University of Medical Sciences. Healthy people were selected randomly from the parents of high-school students without any physical or psychological diseases according to their own admission.

HRQoL instrument
The SF-36 includes 36 items and covers 8 domains: physical functioning; role limitations due to physical problems; bodily pain; general health perceptions; vitality; social functioning; role limitations due to emotional problems; and perceived mental health. Most of the items were scored on a Likert response scale. However, this questionnaire has multiple choice questions as well, and higher total scores represent better HRQoL. All the domains were transformed to a 0–100 scale. The health status of participants (healthy/unhealthy) was considered as the output and 36 items of SF-36 were applied as the predicting variables.

Statistical analysis
Artificial neural networks are a simulated version of human biological neural systems and generally consist of layers. Each layer is composed of the smaller units linked together named neurons. Typically, 3 layers are considered for a network including an input layer, an intermediate layer (it may be >1 layer) and an output layer. The number of neurons in the input layer is equal to the number of predicting variables. For the output layer, it depends on the output structure or target variable. Each neuron in a layer connects to 1 or more neurons of the next layer with different weights. The magnitude of the weights (w_ij) represents the influence of 2 neurons on each other. These weights and some values named bias (b_i) are treated as the system parameters. Estimating the network parameters is done in the learning process. Indeed, the network learns the relations among inputs and outputs by updating the initial weights based on the learning algorithm. The training process stops when the mean square error among the system outputs and the target outputs are minimized (16). The arrangement of various elements of the network including neurons, layers and the links is called topology.

Learning in neural networks is based on 2 approaches, supervised and unsupervised. In the supervised method, the input and output data are both given to the system, while in the unsupervised method, only the inputs are at hand. The network attempts to discover the pattern of the input data.

The self-organized map is a well-known learning algorithm in unsupervised artificial neural networks. It works based on winner neuron logic. The model in this type of network is produced by a learning algorithm that automatically orders the inputs on a 1 or 2D grid according to their mutual similarity. In a self-organized map, the winner neuron is determined and then updated in iterative steps. In each step, the neighbouring neurons of the winner neuron are also updated based on the Kohenen rule (17). The self-organized map learns to recognize clusters of similar inputs in such a way that neighbouring neurons in the layer respond to similar inputs. Each neuron in a self-organized map is represented by a d-dimensional weight vector (Equation 1):

\[ m_i = (m_{i1}, m_{i2}, \ldots, m_{id}) \]

In each training step, one sample x from the input data set is chosen. Then, the distances between x and all the weight vectors of the self-organized map are computed. The neuron whose weight vector is closest to the input vector is called the winner neuron (m_i) (Equation 2):

\[ \|x - m_i\| = \min \|x - m_i\|, \text{ where } \|x\| \text{ represents the distance value} \]

After finding the winner neuron, the weight vectors are updated so that the winner neuron is moved closer to the input vector in the input space. Also, the topological neighbours of the winner neuron are treated similarly.

The self-organized map update rule of the weight vector of unit i is (Equation 3):

\[ m_i(t+1) = m_i(t) + \alpha(t) \cdot h_{ci}(t)[x(t) - m_i(t)] \]

Where, x(t) is input vector chosen at time t and h_{ci}(t) is the neighbourhood function that defines the kernel around the winner neuron c (Equation 4):

\[ h_c(t) = \exp(\|r - r_c\|^2/2\sigma^2(t)) \]

Also, \sigma(t) is the neighbourhood radius at time t and \alpha(t) is the learning rate at time t. It is a linear function such as: \alpha(t) = \alpha_0(t-1) \cdot \alpha, \text{ where } \alpha_0 \text{ is the initial learning rate and } T \text{ is triangular length inversely proportional to time } \alpha(t) = \frac{T}{T(t) + 1} \text{ with } A, B \text{ as the suitable constants (17).}

The basic characteristics of the network include map size and topology, weight initialization, type of training algorithm (batch or sequential), learning rate, neighbourhood and distance functions, and radius. In the present research, the self-organized map utilized for evaluating the well-being of the people with and without health conditions was a 3-layer network (with 1 intermediate layer) in which linear and hex topologies were compared with each other. In addition, cosine and Euclidian distance functions were applied and learning rate was set at 0.02. For the other
characteristics, the default values in MATLAB version 7.1 were used. The self-organized map ability to investigate the well-being of the people was also compared with the results of the k-means clustering method, which is a well-known clustering approach in classical statistics. MATLAB version 7.1 was used for both methods.

In the present research, the input layer of the self-organized map model included individuals’ answers to the SF-36 questionnaire. These inputs were converted to weighted inputs on the intermediate layer. During the learning process, these weighted inputs were connected to 1 of the 2 neurons in the output layers that were labelled as healthy or unhealthy.

Results
A total of 1087 participants answered all the items in SF-36. Table 1 describes the participants based on their sex and type of disease. The scores of the 8 subscales of SF-36 were considered as the predicting variables (inputs) at first. However, these scores were approximately equal for all individuals in the sample study (data not shown). Therefore, 36 items were used as the predicting observations. k-means clustering and self-organized map approaches were utilized to categorize participants into 2 groups, with or without health conditions, according to their answers to the items. Table 2 summarizes the performance of both methods compared with true status of the people (unhealthy or healthy status as the target output). As a result, k-means correctly identified 64.9% and self-organized map 62.4% of unhealthy individuals. For healthy people, these values were 67% and 80.6%, respectively (Table 2 and Table 3).

For the self-organized map method, different network structures with respect to the topology, number of intermediate layers and neurons in each layer, and distance function were examined, and the result of the best one according to the accuracy rate is shown in Table 3. Accordingly, the accuracy (the proportion of true results) of the self-organized map in predicting the true status of individuals (healthy or unhealthy) based on the SF-36 instrument was higher than that with k-means clustering (73.1% vs 66.1%). In addition, positive and negative predictive values were both higher in the self-organized map. However, k-means clustering was more sensitive than the self-organized map in predicting unhealthy status. The characteristics of the selected network involved 2 intermediate layers with 5 neurons in each, Euclidian distance function, and hex top topology. Table 4 represents the ROC curves for both methods. The area under the ROC curve was higher for k-means clustering than the self-organized map (0.794 vs 0.699). In the other words, k-means clustering had a 79.4% chance to distinguish between unhealthy and healthy individuals, compared with 69.9% for the self-organized map. In order to determine the effect of age and sex on answering the items, the performance of these methods was compared according to age and sex groups (Table 5). Both methods showed more accuracy in individuals aged 25–35 years. In addition, k-means clustering had more accuracy than the self-organized map in men.

Discussion
To the best of our knowledge, this is the first study to evaluate ability of SF-36 to investigate the well-being of healthy subjects versus patients with a specific disease. Therefore, we could find no comparable studies in the literature. However, some studies have investigated the application of artificial neural network methods in HRQoL (7–14); however, their main objectives were different from those of the present study. Indeed, no one has evaluated the sensitivity and specificity of HRQoL instruments.

Our findings revealed that the SF-36 instrument is moderately able to evaluate the well-being of individuals with and without a health condition (sensitivity, specificity and the accuracy rate were generally >60%). An interesting result based on a preliminary analysis (not reported in the present study) was that the subscale scores were not informative enough to be used to evaluate people’s health condition. Accordingly, considerable caution is warranted when using the SF-36 subscale scores for clustering people in different groups. This fact was confirmed by previous studies based on differential item functioning (18,19) and was investigated by different approaches in the

---

**Table 2 Results of 2 methods and their target output**

<table>
<thead>
<tr>
<th>Target output</th>
<th>k-means clustering</th>
<th>SOM</th>
<th>Target output</th>
<th>k-means clustering</th>
<th>SOM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Healthy</td>
<td></td>
<td>Healthy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unhealthy people</td>
<td>290</td>
<td></td>
<td>Unhealthy people</td>
<td>279</td>
<td>168</td>
</tr>
<tr>
<td>Healthy</td>
<td>157</td>
<td></td>
<td>Healthy</td>
<td>124</td>
<td>516</td>
</tr>
</tbody>
</table>

SOM = self-organized map.
The self-organized map neural network and k-means clustering had similar sensitivity, but the former had significantly higher specificity. Furthermore, the results of the 2 methods revealed that SF-36 differentiated younger people (aged < 35 years) more accurately. However, the accuracy was higher for women using the self-organized map method and for men using the k-means clustering method.

Despite the strengths of the present study in methodology and application, this study had a potential limitation. In order to obtain sufficient sample size, people with different chronic diseases were considered in the unhealthy group. This may have led to some heterogeneity among the unhealthy group. Hence, diseases should be assessed separately for future studies. Moreover, evaluating the performance of other HRQoL instruments may be valuable, and different methods in classification approaches, such as decision trees, regression models, and hierarchical clustering methods, are suggested.

Conclusion

The main objective of the present study was to evaluate the ability of SF-36 to differentiate people with and without health conditions. Two clustering methods were compared in terms of sensitivity and specificity values. The results indicated that the subscale scores of SF-36 were not able to evaluate health condition. Instead, better performance was achieved based on all 36 questions in the SF-36 instrument. Our results reveal that differences in health conditions may not appear on the SF-36 subscale scores; therefore, such scores should be interpreted with caution.
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Utilisation de réseaux de neurones non supervisés pour l’évaluation de la capacité du questionnaire SF-36 en tant qu’instrument de différenciation individuelle

Résumé

Contexte: la qualité de vie liée à la santé et le bien-être font référence à l’état subjectif positif qui est contraire à la maladie. Les instruments relatifs à la mesure de la qualité de vie liée à la santé incluent des questionnaires communs, qui peuvent souvent être interprétés différemment selon le niveau de connaissance de l’individu.

النتائج:
نستنتج من ذلك أن فروق الأحوال الصحية بين الأشخاص قد لا تظهر في درجات المقاييس الفرعية، ولذلك ينبغي توخي الحذر عند مريضًا مصابًا بمرض مزمن في
(ب)، بوصفه استبانًا مشهورًا، على تقييم رفاه الناس.

 Shakl beedsa 36- SF

الخلفية:
تشير جودة الحياة الصحية والرفاه إلى الحالة الشخصية الإيجابية التي تنافز مع الاعتلال. وتشتمل أدوات قياس جودة الحياة الصحية على
(18-36)، بوصفه استبانًا مشهورًا، على تقييم رفاه الناس.
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